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SUMMARY

o Machine Learning Applications (pg. 3)

o Traditional Programming vs Machine Learning (pg. 7)

o Supervised vs Unsupervised Learning (pg. 8)

o Machine Learning Algorithms (pg. 9)

o ScikitLearn and DataCamp Cheat Sheet (pg. 10)

o Supervised Algorithms (pg. 13)

o Unsupervised Algorithms (pg. 36)
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MACHINE LEARNING APPLICATIONS

INTRO TO MACHINE LEARNING ALGORITHMS

Source: Applications of Machine learning - SwissCognitive – The Global AI Hub

https://swisscognitive.ch/2021/03/18/applications-of-machine-learning/
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MACHINE LEARNING AT USPS

INTRO TO MACHINE LEARNING ALGORITHMS

Source: Case Study - AI at USPS - Vice President Research and Economic Development - University at Buffalo

USPS video presentation: Systems at Work

This project started in 1996

https://www.buffalo.edu/research/research-expertise/case-study-ai-at-usps.html
https://www.youtube.com/watch?v=WX16-52bHvg
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MACHINE LEARNING AT USPS

INTRO TO MACHINE LEARNING ALGORITHMS

USPS video presentation: Systems at Work

https://www.youtube.com/watch?v=WX16-52bHvg
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MACHINE LEARNING AT USPS

INTRO TO MACHINE LEARNING ALGORITHMS

• Thousands of scanning devices and cameras used in processing 
packages. 

• Processed more than 129 billion pieces of mail and about 7.3 billion 
packages in 2020.

• Generated more than 20TB of image data every day in 2020.

“They do image classification and object detection on their packages”

Source: How the USPS Is Using AI at the Edge to Improve Mail

https://www.datacenterknowledge.com/ai-data-centers/how-the-us-postal-service-is-using-ai-at-the-edge-to-improve-mail
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TRADITIONAL PROGRAMMING VS MACHINE LEARNING
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Data

Program

OutputComputer

Data

ProgramComputer

Output

Traditional Programming

Machine Learning
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SUPERVISED VS UNSUPERVISED

INTRO TO MACHINE LEARNING ALGORITHMS

o Supervised Learning
o Labeled data (output is 

known)

o Fit models that map inputs 

and outputs

o Make predictions on unseen 

data

o Regression and Classification

o Unsupervised Learning
o Unlabeled data (output is 

unknown)

o Discover hidden patterns 

within the data

o Recognize groups/structures

o Clustering, Dimensionality 

Reduction, Feature Extraction, 

Association, Recomendation
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MACHINE LEARNING ALGORITHMS
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Supervised

Regression

Linear 
Regression

SVR

Regression Trees

Ensemble Reg. 
(AdaBoost, 

Random Forest)

Neural Networks 
(ANN, CNN)

Classification

Logistic 
Regression

SVC

Classification 
Trees*

k-Nearest 
Neighbors (k-

NN)

Ensemble Clas. 
(AdaBoost, 

Random Forest)

Neural Networks 
(ANN, CNN)

Unsupervised

Clustering

KMeans

Hierarchical 
Clustering

Dimensionality 
Reduction

PCA



10 |

SKLEARN CHEAT SHEET

3C updates

Source: 12. Choosing the right estimator — scikit-learn 1.6.1 documentation

https://scikit-learn.org/stable/machine_learning_map.html
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DATACAMP CHEAT SHEET

3C updates
Source: Machine Learning Cheat Sheet | DataCamp

https://www.datacamp.com/cheat-sheet/machine-learning-cheat-sheet
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DATACAMP CHEAT SHEET

3C updates

Source: Machine Learning Cheat Sheet | DataCamp

https://www.datacamp.com/cheat-sheet/machine-learning-cheat-sheet
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

1. Linear Regression
o Assumes a straight-line relationship between dependent and independent 

variables (MLR when multiple independent variables)

o Minimizes the errors between observed and predicted values (OLS)

o Simple, easy to implement and interpret, base model for comparisons

from sklearn.linear_model import LinearRegression

reg = LinearRegression().fit(X_train, y_train) # fit/train the model

reg.predict(X_test) # predicts y on new data

reg.score_ # R-squared

reg.coef_ # estimated coefficients

reg.intercept_ # intercept term

y

x

Errors

Fit line
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

2. Logistic Regression
o Despite its name, it is used for (binary) classification

o Uses a sigmoid function to calculate probabilities

o Maximizes the likelihood (probabilities of observing the actual outcome)

o Simple, easy to interpret, computationally efficient

o Multinomial Logistic Regression for multiple classes. Softmax function instead.

p

x

Class 0

Class 1

0

1

0.5 Threshold

from sklearn.linear_model import LogisticRegression

clf = LogisticRegression().fit(X_train, y_train) # fit/train the model

# X is a vector of continuous/discrete variables

# y must be discrete

clf.predict(X_test) # predicts classes on new data

clf.predict_proba(X_test) # predicts probabilities on new data

clf.score_ # mean accuracy
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

3. Support Vector Machines (SVM)
o Regression or Classification

o Uses Kernels (functions) to map (transform) data to a higher-dimensional 

space that makes a linear separation possible

o Minimizes the errors between the walls of the ε-intensive tube and the 

predicted values

y

x

0

+ε

-ε

ε-intensive tube 

lower boundary

Support Vectors

from sklearn.svm import SVR # regressor

reg = SVR(kernel="linear").fit(X_train, y_train) 

# kernel = “linear”, “rbf”, “poly”, “sigmoid”

reg.predict(X_test) # predicts y on new data

reg.score_ # R-squared

reg.coef_ # estimated coefficients

reg.intercept_ # intercept term

Errors
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

3. Support Vector Machines (SVM)

Source: Support Vector Regression (SVR) using linear and non-linear kernels — scikit-learn 1.6.1 documentation

https://scikit-learn.org/stable/auto_examples/svm/plot_svm_regression.html#sphx-glr-auto-examples-svm-plot-svm-regression-py
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

3. Support Vector Machines (SVM)
o Regression or Classification

o Maximizes the margin while minimizing classification errors

o Regularization parameter “C” controls the trade-off between margin and errors 

(higher C prioritizes minimizing errors)

o Hyperparameter tuning techniques (e.g., cross-validation) help to find a good C

y

x

Support Vectors

from sklearn.svm import SVC # classifier

clf = SVC(kernel="linear“, C=1) .fit(X_train, y_train) 

# kernel = “linear”, “rbf”, “poly”, “sigmoid”

clf.predict(X_test) # predicts classes on new data

clf.predict_proba(X_test) # predicts probabilities on new data

clf.score_ # mean accuracy

Class 0

Class 1

Max margin
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

3. Support Vector Machines (SVM)

Source: Demystifying Support Vector Machines: Kernel Machines

https://mldemystified.com/posts/basics-of-ml/support-vector-machines/svm-kernel-machines
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

4. Decision Trees
o Regression or Classification

o Uses a flowchart-like structure to make 

decisions

o Calculates impurity at all nodes to 

determine the best node sequence (Gini 

index for classification, MSE for regression)

Root Node

Leaf Nodes

Decision Node

Branch

Pure Leaf 

Node
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

4. Decision Trees
o Dataset: Weather, Time of Day, Day of 

Week, Is Holiday, and Accident.

o We will try to predict (classify) 

whether an accident will occur in 

times of day under certain conditions.
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

4. Decision Trees
Gini Is_Holiday (Root node): 

1 – [(31/140)^2 + (109/140)^2] = 

1 – [0.049 + 0.606] = 0.345

Variable with lower Gini is picked
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

5. k-Nearest Neighbors
o Classification and Regression

o Classifies by finding the k closest data points 

(neighbors) to a new data point

o Voting system where the majority of the 

neighbors win

o For regression, the result will be the average 

of the k neighbors

o Lazy learner. No training, just computes 

distances (Euclidean)

o Simple, very inefficient with large datasets, 

curse of dimensionality

y

x

Class 0

Class 1

k=5

3 blues & 2 reds

Blue is majority

Then, new data point is 

classified as blue
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

6. Boosting (AdaBoost)

o Regression and Classification

o Ensemble technique (not a model itself)

o Sequentially combines “weak” models (learners) to create a strong model

o Following models focus on correcting the errors of the previous models

o Final prediction is a weighted (performance) sum of the individual 

predictions

o Prone to overfitting and bias due to weighted samples
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

6. Boosting (AdaBoost)
o Simple Decision Tree (stump) as “weak” learner

o Calculate Gini to pick 1 variable for the first stump

o The misclassified records in this learner will have 

their weights increased

o Resample the dataset using weights (more of the 

misclassified records)

o Calculate Gini to pick… 

o Final prediction will be weighted

Weight

Weight

Weight

Weight

Stump (root + leaves)
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

6. Boosting (AdaBoost)
o Need to pay attention to overfitting
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

6. Boosting (AdaBoost)
o Need to pay attention to overfitting
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

7. Bagging (Random Forest)

o Regression and Classification

o Ensemble technique (not a model itself)

o Considers learners independent and use them in parallel

o Random sampling + Random feature selection

o Final prediction is a simple voting system (class) or average (reg)

o Reduces overfitting and bias
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

7. Bagging (Random Forest)
o Trees are full decision trees (not stumps as in boosting)

o Each tree is trained on a subset of the dataset (random sampling)

o Each tree has a random set of features (# features is a hyperparameter)

Tree 1 Tree 2 Tree 3

Average/Voting 

Prediction
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

7. Bagging (Random Forest)
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

8. Artificial Neural Network (ANN)
o Mimics how our brains work (node/neuron layers)

o Data is passed forward (feed forward) among nodes

o Uses Linear Regression (!) model at each node, but it introduces non-linearity 

with activation functions

o Each node output = f(g(x1*w1+x2*w2+…+xn*wn) + bias)

o Weights and biases are initialized randomly

o Activation function f(x) transforms the data 

(ReLu, Sigmoid, tanh)

o There are no rules for sizing the network (test!)

Input Layer Hidden Layers Output Layer
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

8. Artificial Neural Network (ANN)

x1

x2

x3

Input Neuron Output

f(g(x1*w1+x2*w2+…+xn*wn) + bias)
Activation functions  (f)bias

bias

bias

y
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

9. Convolutional Neural Network (CNN)
o CNNs are designed to process grid-like data as images

o Very powerful for object detection, image classification, and image segmenting

o The hidden layers are now called convolutional layers (convolution + activation + 

pooling)

o Convolution = sliding filters. Filters are randomly generated kernels (dot-product 

functions) that highlight unique characteristics 

      in images (edges, texture, complex shapes)

o Pooling is another type of kernel

      but to reduce spatial dimensions 

      (image size) while keeping the

      most important characteristics

Input Layer Conv. Layers Output Layer

Cat!
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

9. Convolutional Neural Network (CNN)

Source: Convolutional Neural Networks - Basics · Machine Learning Notebook

Image pixels (5x5)

Kernel (3x3)

Dot-product of input image and kernel.

https://mlnotebook.github.io/post/CNN1/
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SUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

9. Convolutional Neural Network (CNN)

Dynamic illustration of CNNs: CNN Explainer: Learn CNN in your browser!

Input Layer Conv. Layers Output Layer

Cat!

https://poloclub.github.io/cnn-explainer/
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UNSUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS
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UNSUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

10.KMeans
o Clustering (we don’t know the classes)

o Groups data points into clusters (similarity)

o k is the number of clusters and is a hyperparameter

o Minimizes distance between data points and cluster centers
y

x

y

x

y

x

k=3
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UNSUPERVISED LEARNING

INTRO TO MACHINE LEARNING ALGORITHMS

10.KMeans
o Clustering (we don’t know the classes)

o Groups data points into clusters (similarity)

o k is the number of clusters and is a hyperparameter

o Minimizes distance between data points and cluster centers
y

x

y

x

y

x

k=3
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?

QUESTIONS

INTRO TO MACHINE LEARNING ALGORITHMS
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