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SUMMARY

o Machine Learning Applications (pg. 3)

o Traditional Programming vs Machine Learning (pg. 7)
o Supervised vs Unsupervised Learning (pg. 8)

o Machine Learning Algorithms (pg. 9)

o ScikitLearn and DataCamp Cheat Sheet (pg. 10)

o Supervised Algorithms (pg. 13)

o Unsupervised Algorithms (pg. 36)
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MACHINE LEARNING APPLICATIONS

Automatic Language
Translation

/,f/
/"““’\/—\ q \f

Image Recognition ( . === \ Medical Diagnhosis
\

P

Speech Recognition "’/ Stock Market Trading

N

\

Traffic Prediction = = / | Mo Online Fraud Detection
&

@
Product Recommendations y \ @lﬁv )

Virtual Personal Assistant

t

Self Driving Cars Email Spam and Malware Filtering

Source: Applications of Machine learning - SwissCognitive — The Global Al Hub
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https://swisscognitive.ch/2021/03/18/applications-of-machine-learning/

MACHINE LEARNING AT USPS

The United States Postal Service

Artificial intelligence technology enables efficiency

Venu Govindaraju's work in handwriting recognition was at
the center of the first handwritten address interpretation
system used by the United States Postal Service (USPS).
USPS issued a contract to researchers at the University at
Buffalo to develop the handwriting recognition technology.

One year after implementation it saved the USPS *30

million by automatically processing, and barcoding for

precise delivery, more than 25 billion letters. The 2009
Computing Community Consortium dubbed the project as
“one of the most successful applications of Machine
Learning for developing a real-time engineered system.”

This project started in 1996

Source: Case Study - Al at USPS - Vice President Research and Economic Development - University at Buffalo

USPS video presentation: Systems at \Work
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https://www.buffalo.edu/research/research-expertise/case-study-ai-at-usps.html
https://www.youtube.com/watch?v=WX16-52bHvg
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https://www.youtube.com/watch?v=WX16-52bHvg

MACHINE LEARNING AT USPS

Thousands of scanning devices and cameras used in processing
packages.

* Processed more than 129 billion pieces of mail and about 7.3 billion
packages in 2020.

* Generated more than 20TB of image data every day in 2020.

“They do image classification and object detection on their packages”

Source: How the USPS Is Using Al at the Edge to Improve Mail
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https://www.datacenterknowledge.com/ai-data-centers/how-the-us-postal-service-is-using-ai-at-the-edge-to-improve-mail

TRADITIONAL PROGRAMMING VS MACHINE LEARNING

Traditional Programming

=

Machine Learning

=
Output >
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SUPERVISED VS UNSUPERVISED

o Supervised Learning o Unsupervised Learning

o Labeled data (output is o Unlabeled data (output is
known) unknown)

o Fit models that map inputs o Discover hidden patterns
and outputs within the data

o Make predictions on unseen o Recognize groups/structures
data

o Regression and Classification o Clustering, Dimensionality

Reduction, Feature Extraction,
Association, Recomendation
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MACHINE LEARNING ALGORITHMS

Supervised

Regression

Classification

Linear || Logistic
Regression Regression
SVR — SvC

—|Regression Trees| =

Classification

Trees*
Ensemble Reg. k-Nearest
(AdaBoost, — Neighbors (k-
Random Forest) NN)

_INeural Networks|

(ANN, CNN)

Ensemble Clas.
—1 (AdaBoost,
Random Forest)

_INeural Networks|
(ANN, CNN)

Unsupervised

Dimensionality

Clustering Reduction

KMeans PCA

Hierarchical

Clustering
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SKLEARN CHEAT SHEET

. ea
scikit-learn
classification Kernel algorlthm cheat sheet
PR gt
Approximation ™y more
NEXT
2 1 sGD data )
Ensemble |- (" _§ Klleighbors Classifier 550 regression
Classifiers AsSien \ — Lasso
4 SVR (kernel="rbf")
NO NO SGD ElasticNet
VES Regressor Ensemble
Naive f Regressors
text . <100K
Bayes TRY NO YES
data NEXT-fT- VES | samples predicting 2 1
inear [ 4~ TRY
SVC category <100K oo R e
s should be i
NO vES important o
RidgeRegression
predicting a SVR (kernel="linear")
quantity
o KMeans
4 NEXT L3 number o NoO
Spectral YES ca]zgones
Clustering - - just VES Ramdomized
Jjusi
GMM <1(:15 NO looking PCA IsoMap
!
: Spectral
TRY i
. NO <10K TR Embedding .8
clustering " — o mbedding | oo T
MiniBatch - YES
MeanShift . . .
KMeans <IoK )} _~o—pf" Kernel dimensionality
VBGMM samples Abbroimati R
pproximation reduction

Source: 12. Choosing the right estimator — scikit-learn 1.6.1 documentation
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https://scikit-learn.org/stable/machine_learning_map.html

DATACAMP CHEAT SHEET

ALGORITHM

Linear Regression

7]
E Logistic Regression
{=
facd
@ : Ridge Regression
o)
O
E Lasso Regression
g Decision Tree
© o=
=
Random Forests
O
o > :
— E Gradient Boosting
0 E,; Regression
c l:
o 2
c XGBoost
L g
3) 3
§ A LightGBM Regressor
Q. -
o ~Means
=N N .
T g Hierarchical
Q_ g 3 Clustering
- o
O - Gaussian Mixture
O < Models
5 g
° 2
=

DESCRIPTION

A simple algarithm thot models a fnear
rolationship betwaen Inputs and @ continuous
rumarical output varioble

A simple algorithm that models  inear
relationthip between inputs and o categaricol
output {1 or 0)

Part of the regressicn famiy — it penalizes
factures that have low pradictive outcomes by
shrinking their coefficients cloaer to zeo. Con
be used for clossification of regressian

Part of the tegresiion family — it penalize:
fectures that have low predictive outcomes by
shrinking their coefficients to zero. Con ba used
for clossificotion or regrassion

Decision Tree modeés make decision rules on
the features to produce predictions. It can be
Used for classification or regression

Ain ensembic leaming mathod that combines
tha output of mustipe decision troas

Gradient Bossting Regression employs boosting
to make predictive models from an ensemble of
weak predictive learners

Gradient Boosting algorithm that Is eficlent &
Paudbla, Can be used for both clasification and
regression totks

A grodisnt boasting framework that s designed
to e more eHicient than other implementaticns

K-Macins is the most widely used clustering
approoch—it determines K clusters bosed on
euclidean distances

A "bottom-up” approoch where eoch data
Point ia treated a3 its awn chutar—and than
the closest two chisters are merged together
iteratively

A probobilistic model for modeling normally
distributed clusters within o dotaset

Rule based approcch that identifies the most
frequant itamses in & given dataset wher prior

>

dge of frequent itemset tios is used

APPLICATIONS

use cases

3 Pradicting customer lifetime vakie

vsE cABES

Credit rlsk score

progiction

hurn prediction

vse cases

L Predictive mantanance for automobiles
wvonue pradctian

9SE CASES

1. Predicting housing prices

2. Predicting clinical cutcomes bosed on

USE CASES

use cases

score modeling

2. Predicting hausing prices

USE CASES

use cases

icting cor umissions

1. Chum pradiction

2. Clalms processing in Inwirance

UsE CASES

1 Predicting Might timw for ¢

2 Predicting cholesterot lew

USE CASES

VAE CAsES

2. Recomm

vse cases

salth dota

ing besed ¢

sagmentotion

are omount

milarity

ADVANTAGES

1. Explainoble method

2. Interpratabic results by its cutput cootticlents

3. Faster to troin than other mochine leoring
models

1, Interprotabie nd explcinoble

2, Luss prone to overfitting when
regularization

3. Appiicabie for multi-closs peadictions

ing

1. Less prone to overfitting

2. Beat susted whare data sutfer from
multicolllnearity

3. Explainoble & interpratable

1, Loss prane 1o ovwetitting
2, Can handle high-dimensional dota
3. No need for feoture selection

1. Exploinoble and interpretable
2. Can handle missing voues

1. Reduices overfitting
2. Higher oecuraey compond to ather medals

1, Better accurocy compored 1o other
regression models

2. It can hondie multicollinearity

3. It can hondie non-linear rekationships

1. Provides occurote results.
2. Captures non linear ralationships

1. Can handle large amounts of data
2. Computational efficient & fast troining speed
5. Low memorny usage

1, Scales to large datosets
2.Simple to implement and interpret
3 Results In tight clusters

1. There Is no need to specity the number
of clustars
2. The resutting dendragram is informative

1. Computes & probability for an obssrvation
belanging to a cluster

2. Can kentify overiapping clustars

3, More accurte fendts compared to K-means

1. Aesults are intuitive and

DISADVANTAGES

1. Assumes finearity betwsen inputs ond output
2 Senalthva to outliars
3. Can urderMit with small, high-dimensicnal dota

1. Assumes inearity betwesn inputs end outputs
2 Can overfit with small, high-dimensional dota

1. All the pradictors are kept in the final modal
2. Dossn’t porform facture selection

1. Can Mod to poor interpratadility o1 It can
keep highly correlated variobles

1. Prone to overfitting
2 Senaitive to outfiers

1. Training complexity con be high
2. Not vary Interprotabie

1. Sersitive to outliers ond can therelore couse
overfitting

2. Computationally expensive and hos high
comphaity

1. Huperparameter tuning can be complex
2. Doas not parform wel on aparse datasets

1. Can overfit due 10 leaf-wise spiitting and high
sensitivity
2. Huperparameter tuning can be complex

1. Requires the expected number of clusters
from the beginning

2. Has troubies with varying cluster sizes and
dernitios

1. Dossn't aways result In the best chistering
2. Not suitabla for large datasets due to high
complexity

1, Rsquires complex tuning
2 Requires setting the number of expacted mixture
components o clustars

1. Generat itomaets

2, Exhaustive approach as it finds all rules
based on the canfidence and support

2. Computationally and memory intensive.
3. Rosults i many overlopping item sets

Source: Machine Learning Cheat Sheet | DataCamp
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https://www.datacamp.com/cheat-sheet/machine-learning-cheat-sheet

DATACAMP CHEAT SHEET

Decision Tree
Random Forests
o))
=
c Gradient Boosting
S Regression
@
-
T
@
-
c XGBoost
(%
Q.
3
(75
LightGBM Regressor

>

Decigion Tree models make deciion rules on
the faatures to produce predictions. It con be
used for clossification or regression

An ensemble looming mathed that combines
tha output of multipie dacision trees

Gradism Boosting Regresss whoys bocsting
to make predictive models from an ensemble of
weak predictive learners

Grodlent Boasting algorithm thot Is efficlent &
Faxdble, Can be used for both clossification ond
regression tasks

A grodient boosting framework that is designed
to be more efficient than other implementaticns

USE CASES

1. Customer churns prediction
2 Credit score modeling

%

. Disease prediction

USE CAsES
L Credit score maodeling

2. Predicting housing prices

USE CASES

1 Pradicting cor emissions

2. Predicting ride hoiling fare amount

VUBE CASES

1. Churn pradictian

2. Chims processing In insurance
VSE CASES

1 Pradicting Mght timw for girlines

2 Predicting cholestercl levess based on

health dota

1, Explainable and interpratable
2. Con handle missing volues

-

. Reduces overfitting
, Higher occurecy comporad to ather medels

»

-

. Better accuracy componed 1o other
regresson models

It can hondle multicollinearity

It can hoadis non-linear relaticrships

o0

-

Provides occurote results
2. Captures non linear relaticnships

1. Can hondle large amounts of data
2. Computotionol efficient & fast troining speed
5. Low memory usage

Source: Machine Learning Cheat Sheet | DataCamp

1. Proow to overfitting
2 Sensitive to outliers

1. Training complexity can be high
2. Not vary interprétatie

1. Sergitive 1o outliers and can therelore cause
overfitting

2. Computationally expansive ond hos high
comphaxity

1. Huperparometer tuning can be complex
2. Doas not perfarm wedl on aparse datasets

1. Can overfit due 1o leal-wiss sphitting and kgh
sensitivity
2. Hyperporameter tuning can be complex

12 | 3C updates
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https://www.datacamp.com/cheat-sheet/machine-learning-cheat-sheet

SUPERVISED LEARNING
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SUPERVISED LEARNING

1. Linear Regression

o Assumes a straight-line relationship between dependent and independent
variables (MLR when multiple independent variables)

o Minimizes the errors between observed and predicted values (OLS)
o Simple, easy to implement and interpret, base model for comparisons

Fit line

S

Y from sklearn.linear_model import LinearRegression

reg = LinearRegression().fit(X_train, y_train) # fit/train the model
reg.predict(X_test) # predicts y on new data

reg.score_ # R-squared

reg.coef # estimated coefficients

reg.intercept_ # intercept term
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SUPERVISED LEARNING

2. Logistic Regression

Despite its hame, it is used for (binary) classification S(:r:) 1

O O O O O

Uses a sigmoid function to calculate probabilities 1+e*
Maximizes the likelihood (probabilities of observing the actual outcome)
Simple, easy to interpret, computationally efficient

Multinomial Logistic Regression for multiple classes. Softmax function instead.

a

p

9@ Class 1

05F------m Threshold

Class 0

from sklearn.linear_model import LogisticRegression

clf = LogisticRegression().fit(X_train, y_train) # fit/train the model
# X is a vector of continuous/discrete variables

# y must be discrete

clf.predict(X_test) # predicts classes on new data
clf.predict_proba(X_test) # predicts probabilities on new data
clf.score_# mean accuracy

..... Bageocsocse
L
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SUPERVISED LEARNING

3 Support Vector Machines (SVM)

Regression or Classification

Uses Kernels (functions) to map (transform) data to a higher-dimensional
space that makes a linear separation possible

o Minimizes the errors between the walls of the g-intensive tube and the
predicted values

from sklearn.svm import SVR # regressor
reg = SVR(kernel="linear").fit(X_train, y_train)

a
y +e
Errors

\"T
/
/
/

/

Y
/ .
4 ’

/

# kernel = “linear”, “rbf”, “poly”, “sigmoid”

Support Vectors \ reg.predict(X_test) # predicts y on new data

reg.score_ # R-squared

. " eintensive tube reg.coef_ # estimated coefficients
7 lower boundary _ _
/ reg.intercept_ # intercept term

,,,,
o
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SUPERVISED LEARNING

3. Support Vector Machines (SVM)

—— RBF model
© RBF support vectors
© other training data

15

Support Vector Regression

—— Linear model

©  Linear support vectors
© other training data

Polynomial model
© Polynomial support vectors
© other training data

1.0 1

0.5

target

0.0 A

—1.0 4

Source: Support Vector Regression (SVR) using linear and non-linear kernels — scikit-learn 1.6.1 documentation

data

17 | INTRO TO MACHINE LEARNING ALGORITHMS
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https://scikit-learn.org/stable/auto_examples/svm/plot_svm_regression.html#sphx-glr-auto-examples-svm-plot-svm-regression-py

SUPERVISED LEARNING

3 Support Vector Machines (SVM)

Regression or Classification
Maximizes the margin while minimizing classification errors
Regularization parameter “C” controls the trade-off between margin and errors
(higher C prioritizes minimizing errors)
o Hyperparameter tuning techniques (e.g., cross-validation) help to find a good C

y : -
Class 0 from sklearn.svm import SVC # classifier

Max margin clf = SVC(kernel="linear*, C=1) fit(X_train, y_train)

# kernel = “linear”, “rbf”, “poly”, “sigmoid”

Support Vectors ~
clf.predict(X_test) # predicts classes on new data
° clf.predict_proba(X_test) # predicts probabilities on new data

o Classl clf.score_ # mean accuracy

18 | INTRO TO MACHINE LEARNING ALGORITHMS @dO'I'



SUPERVISED LEARNING

3. Support Vector Machines (SVM)

Dec15|on boundaries of linear kernel in SVC Decnsmn boundaries of poly kernel in SVC
3 Classes Classes
21 e O 2- @] e 0
1 3
1 - 1-
0 - 01
=14 -1 -
2 -2 1
-3
~3—3 2 3 -3 3
3Decision boundaries of rbf kernel in SVC Daecision boundaries of sigmoid kernel in SVC
@ o) C'.““é 1
14 () % 14
0 0 -
" ' @ N
=, 8 m -2 4
-3 -2 - 0 1 2 3 -3 3
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https://mldemystified.com/posts/basics-of-ml/support-vector-machines/svm-kernel-machines

SUPERVISED LEARNING

4. Decision Trees

Root Node
Regression or Classification /
Uses a flowchart-like structure to make
decisions Decision Node Pure Leaf
Node

o Calculates impurity at all nodes to \

determine the best node sequence (Gini ™
index for classification, MSE f i e = (31,65
index for classification, or regression) value = [31, 69]
Day_of_ Week <= 0.5 / \,

gini = 0.482
samples = 32
value = [19, 13]
class = No Accident

Z

/

Time_of Day <= 0.5 Time_of Day <= 0.5
Branch —< gini = 0.491 gini = 0.444
samples = 23 samples = 36
value = [10.0, 13.0] value = [12, 24]
class = Accident class = Accident

4 N 4 N

gini = 0.5
samples = 24
value =[12, 12]
class = No Accident

gini = 0.444
samples = 15
value = [10, 5]
©QoO1

20 | INTRO TO MACHINE LEARNING ALGORITHMS
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SUPERVISED LEARNING

Weather Time_of Day Day_of Week Is_Holiday Accident

4 . DeC'i S'i O n T rees 0  Foggy Morning Weekend 0 Yes

1 Clear Afternoon Weekend 1 Yes

o Dataset: Weather, Time of Day, Day of 2 Foggy  Moming  Weekend 0 Yes

Week, Is Holiday, and Accident. 3 Foggy  Aflemoon  Weekend 1 Yes

. . . 4 Clear Afternocon Weekday 0 No

o We will try to predlct (FlaSSIfy) | s Cew  Dvemng  weekday .

whether an accident will occur in e P

times of day under certain conditions. 7 Rany  Evening  Weekday 1 Yes

8 Foggy Morming Weekday 1 Yes

X = data.drop('Accident’, axis=1) 9 Foggy Morning Weekend 0 ves

y = data[ 'Accident’]

X train, X test, y train, y test = train_test split(X, y, test size=6.3, random state=0)

clf = DecisionTreeClassifier(random_ state=8, max_ depth=4)
clf.fit(X train, y train)

y pred = clf.predict(X test)

y predprob = clf.predict proba(X test)

y score = clf.score(X test, y test)

print(f"Score Mean Accuracy: {y score:.3f}")

Score Mean Accuracy: ©.917

21 | INTRO TO MACHINE LEARNING ALGORITHMS @dO'I'




SUPERVISED LEARNING

4. Decision Trees

C Gini Is_Holiday (Root node):
Gini=1-Y_ (p)  1-[(31/140)"2 + (109/140)"2] = | Weather <=0:5
i=1 1 —-[0.049 + 0.606] = 0.345 Vsaﬁumepfs[;lggl

/ ClaSS = ACCident \
Day of Week <= 0.5

gini = 0.482
samples = 32
value = [19, 13]
class = No Accident

Z

Time_of Day <= 0.5 Time_of Day <= 0.5
gini = 0.491 gini = 0.444
samples = 23 samples = 36
value = [10.0, 13.0] value =[12, 24]
class = Accident class = Accident

4 N 4 N
gini = 0.444
samples = 15
value = [10, 5]
class = No Accident

gini = 0.5
samples = 24
value = [12, 12]
class = No Accident

Variable with lower Gini is picked

22 | INTRO TO MACHINE LEARNING ALGORITHMS @doll'



SUPERVISED LEARNING

5. k-Nearest Neighbors

Classification and Regression

Classifies by finding the k closest data points
(neighbors) to a new data point

Voting system where the majority of the
neighbors win

For regression, the result will be the average
of the k neighbors

Lazy learner. No training, just computes
distances (Euclidean)

Simple, very inefficient with large datasets,
curse of dimensionality

k=5
3 blues & 2 reds
Blue is majority

[ o
Then, new data point is
PY o o classified as blue
o
[ ¢ [
L [
o

Class 1

23 | INTRO TO MACHINE LEARNING ALGORITHMS



SUPERVISED LEARNING

6. Boosting (AdaBoost)

Regression and Classification

Ensemble technique (not a model itself)

Sequentially combines “weak” models (learners) to create a strong model
Following models focus on correcting the errors of the previous models

Final prediction is a weighted (performance) sum of the individual
predictions

o Prone to overfitting and bias due to weighted samples

O O O O O

24 | INTRO TO MACHINE LEARNING ALGORITHMS @dO'l'




SUPERVISED LEARNING

6. Boosting (AdaBoost)

Simple Decision Tree (stump) as “weak” learner
Calculate Gini to pick 1 variable for the first stump

The misclassified records in this learner will have
their weights increased

o Resample the dataset using weights (more of the Weight
misclassified records)

o Calculate Gini to pick...
Final prediction will be weighted

Weight

Stump (root + leaves)

.............................................................. We]ght ;
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SUPERVISED LEARNING

6. Boosting (AdaBoost)

o Need to pay attention to overfitting

clf = AdaBoostClassifier(random_state=8, n_estimators=5&)
clf.fit(X train, y_train)

y_pred = clf.predict(X test)

y_predprob = clf.predict proba(X test)

y_score = clf.score(X_test, y_test)

print{f"Score Mean Accuracy: {y score:.3f}")

Score Mean Accuracy: 1.668

Estimator: O Estimator: 1 Estimator: 2 Estimator: 3 Estimator: 4

Weather <= 0.5
gini = 0.5
samples = 140
value = [0.5, 0.5]
class = Accident

/ \

Day_of Week <= 0.5
gini = 0.5
samples = 140
value =[0.5, 0.5]
class = Acmdent

/ \

Time_of_Day <= 0.5
gini = 0.5
samples = 140
value = [0.5, 0.5]
class = No Accident

/ \

Time_of Day <=1.5
gini = 0.5
samples = 140
value = [0.5, 0.5]
class = No Accident

/ \

gini = 0.334
samples = 94
value = [0.471, 0.127]
class = No Accident

gini = 0.449
samples = 89
value = [0.48, 0.247]
class = No Accident

gini = 0.375
samples = 61
value = [0.401, 0.133]
class = No Accident

gini = 0.36 gini = 0.437
samples = 46 samples = 94
value = [0 306, 0.094] | value = [0.194, 0.406]

class = No Accident class = Accident

gini = 0.428
samples = 100
value = [0.221, 0.493]
class = Accident
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SUPERVISED LEARNING

6. Boosting (AdaBoost)

o Need to pay attention to overfitting

clf = AdaBoostClassifier(random state=8, n_estimators=5&, learning rate=8.1)
clf.fit(X _train, y_train)

y_pred = clf.predict{X test)

y_predprob = clf.predict proba(X test)

y_score = clf.score(X test, y test)

print{f"Score Mean Accuracy: {y score:.3f}")

S5core Mean Accuracy: 8.967

Weather <= 0.5 Time_of_Day <= 0.5 Weather <= 0.5 Time_of Day <= 0.5
gini = 0.425 gini = 0.438 gini = 0.45 gini = 0.459
samples = 140 samples = 140 samples = 140 samples = 140
value = [0 307, 0.693] value = [0 324, 0.676] value = [0 342, 0.658] value = [0 356, 0.644]
class = Accident class = Accident class = Accident class = Accident
gini = 0.428 gini = 0.49 gini = 0.495 gini = 0.484 gini = 0.499
samples = 100 samples = 46 samples = 89 samples = 46 samples = 89
value = [0.221, 0.493] value = [0.188, 0.141] value [0.294, 0.358] value = [0.203, 0.142] value = [0.321, 0.356]

class = Accident class = No Accident class = Accident class = No Accident class = Accident

27 | INTRO TO MACHINE LEARNING ALGORITHMS @dO'I'



SUPERVISED LEARNING

/. Bagging (Random Forest)

Regression and Classification

Ensemble technique (not a model itself)

Considers learners independent and use them in parallel
Random sampling + Random feature selection

Final prediction is a simple voting system (class) or average (reg)
Reduces overfitting and bias

O O O O O O

28 | INTRO TO MACHINE LEARNING ALGORITHMS @dO'I'




SUPERVISED LEARNING

/. Bagging (Random Forest)

o Trees are full decision trees (not stumps as in boosting)
o Each tree is trained on a subset of the dataset (random sampling)
o Each tree has a random set of features (# features is a hyperparameter)

Average/Voting
Prediction
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SUPERVISED LEARNING

/. Bagging (Random Forest)

c1lf = RandomForestClassifier(random state=8, n_estimators=1868, max_ depth=None, max_ features="sqrt"')
clf.fit(¥ train, y train)

y_pred = clf.predict(X test)

y_predprob = clf.predict proba(X_test)

y_score = clf.score(X test, y test)

print{f"Score Mean Accuracy: {y score:.3f}")

Score Mean Accuracy: 8.983

Estimator: O Estimator: 1 Estimator: 2 Estimator: 3 Estimator: 4
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SUPERVISED LEARNING

8. Artificial Neural Network (ANN)

Mimics how our brains work (node/neuron layers)
Data is passed forward (feed forward) among nodes

Uses Linear Regression (!) model at each node, but it introduces non-linearity
with activation functions

o Each node output = f(g(x1*w1+x2*wW2+...+Xn*wn) + bias)
o Weights and biases are initialized randomly

o Activation function f(x) transforms the data
(ReLu, Sigmoid, tanh)

o There are no rules for sizing the network (test!)

............. InputLayerHl.d.denLaye.rSOUtputLaye.r
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SUPERVISED LEARNING

8. Artificial Neural Network (ANN)

f(g(x1*w1+x2*w2+...+xXn*wn) + bias)

bias Activation functions (f)

Sigmoid ’
a(m)=1+i_m
"oy =
tanh 1
tanh(z) I
RelLU
max (0, z)

Input Neuron Output
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SUPERVISED LEARNING

9. Convolutional Neural Network (CNN)

O

O

O

CNNs are designed to process grid-like data as images
Very powerful for object detection, image classification, and image segmenting

The hidden layers are now called convolutional layers (convolution + activation +
pooling)

Convolution = sliding filters. Filters are randomly generated kernels (dot-product
functions) that highlight unique characteristics

in images (edges, texture, complex shapes)
Pooling is another type of kernel

but to reduce spatial dimensions

(image size) while keeping the

most important characteristics

Cat!

........................................................................... IﬂputLayeI'ConVLayerS@UtpUtLayel’
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SUPERVISED LEARNING

9. Convolutional Neural Network (CNN)

- Kernel (3x3)

=
0 | 2575180 | 80 \‘4 Dot-product of input image and kernel.
0 |75 |80 80|80 1ol T /
o 75
_——— 0 |75/80|80 |8 [X| 5|2 [Medle
Image pixels (5x5) — — T
0 | 70 775+ 80 |-
&\ 10 |1 > .
T
olo|o|o|o| —— |09} 080
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https://mlnotebook.github.io/post/CNN1/

SUPERVISED LEARNING

9. Convolutional Neural Network (CNN)

Dynamic illustration of CNNs: CNN Explainer: Learn CNN in your browser!

Input Layer Conv. Layers Output Layer
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https://poloclub.github.io/cnn-explainer/

UNSUPERVISED LEARNING
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UNSUPERVISED LEARNING

10.KMeans

Clustering (we don’t know the classes)

Groups data points into clusters (similarity)

k is the number of clusters and is a hyperparameter
Minimizes distance between data points and cluster centers

S s s

y y y

O O O O

k=3

A 4
A 4

o
»

X X X
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UNSUPERVISED LEARNING

10.KMeans

Clustering (we don’t know the classes)

Groups data points into clusters (similarity)

k is the number of clusters and is a hyperparameter
Minimizes distance between data points and cluster centers

S s s

y y y

O O O O

k=3

A 4
A 4

o
»

X X X
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QUESTIONS
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